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1 Background and Purpose

The TasNetworks Information Technologyteamis responsible for delivering Architecture, Infrastructure
and data network services; desktop services and application support; datamanagementand
developmentand project delivery, testingand governance. IT Infrastructure systems are the shared
hardware, software, monitoring and administration tools forming the foundation of shared IT capabilities
upon which business systems are built.

This Asset Management Plan details TasNetworks’ plan forIT Infrastructure System assets forthe 5 year
period 2019 — 2024. The strategies outlined in this plan have been developed takinginto account past
asset performance, industry best practice and the need for prudentinvestment to optimise the asset
lifecycle costs and performance.

The objective of this planisto minimise business risk to within acceptable limits—utilising the
TasNetworks risk framework and achievingreliable asset performance at an optimal lifecycle cost. The
replacement program outlined will mitigate business risks presented by each asset category and
optimise the economiclife of each assetaccording to the importantfactors of capability, obsolescence
and theincreasing emergence of cybersecurity threats. Thesefactors are relatively important when
dealing with such complex technology, compared to wearand tear.

This plan supports the TasNetworks Technology Strategy by providing effective and efficient solutions
while rationalising the ITenvironment and reducing costs.
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2 Scope

2.1 In Scope

This asset management plan covers the identification, procurement, implementation, maintenance and
disposal of all IT Infrastructure systems within TasNetworks. IT Infrastructure systems include the
following:

a) physical servers and hardware appliances;

b) shared storage solutions;

¢) virtualisationtechnology;

d) enterprise backupsystem;

e) localareaand wide areanetworking equipment;

f) core networks and perimeter (security) network equipment;

g) personal computing environment;

h) application delivery systems;

i) email, messaging and collaboration platform;

j)  managementand monitoring systems;

k) networkaccesscontrol;

[) identity managementsolution;

m) anti-malware and contentfiltering systems; and

n) intrusiondetection and prevention systems.

2.2 Out of Scope

The followingITinfrastructure are notin the scope of this document

e Protectionand Control; and

e Telecommunications (external and wide area networks including SCADA WAN).
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3 TasNetworks Asset Management

Investmentdrivers for IT Infrastructure stem primarily from the need to provide services that can
maintainthe required levels of reliability, efficiency, capacity, and supportability. Increasinglyflexibility
and agility will be important due to the unprecedented amount of change the business will likely
undergo as directed by the 2025 business strategy. Investmentisrequiredin orderto maintainthe
currency and supportability of these systems and to cope with both realised and anticipated business
growth. Investmentsinthese projects are made to ensure that Corporate IT can continue to provide the
requiredinfrastructureto support business requirements and increasingly align with the other
technology departments.

IT equipment has a rapid rate of evolution, with vendors generally superseding products within 3-5 years.
This change is partially driven by vendors updating their technologybased on the availability of newer
components (e.g. chipsets or CPUs), as well as through the implementation of entirelynew technologies.
The rapid shiftin technologies limits the ability of suppliers and vendors to continue to maintain the
olderproducts, and as a result continued support for older products becomes increasingly expensive or
unavailable.

In additiontothe evolutionin technology, demands on technology capacity are constantly increasing. As
aresult, olderequipment often lacks the capabilityto deliver services required by the business as
business functions evolve.

Maintaining the ITinfrastructure in a state that meets business requirements encompasses the activities
and requirements documented in the following subsections.

Lifecycle Replacement

IT Infrastructure and associated software requires evaluation at the end of its expected lifeto determine
any needforreplacementin orderto continue supporting business applications. End-of-life equipment
no longer enjoys vendor support or maintenance, shifting all maintenance and support costs onto the
owner. Additional drivers for lifecycle replacementinclude:

Per-yearwarranty costs increase overthe life of the asset;

Per-instance patching and software upgrade costs increase overthe life of the asset;

The likelihood of software and hardware incompatibilities increases over the life of the asset;
The number of servers each administrator can manage decreases as the servers become older;
Baseline operating system performance degrades overtime as the serversage; and

Hardware failure rates escalate afterthe third yearin operation;

In addition to the negative consequences listed aboveto delaying refresh cycles, new assets provide:

0 Reduced powerand coolingcosts;

0 Reducedadministration costs;
O Greatersecurityandreliability;
0 Smallerphysical footprint (reduced demand for data centre space); and
0 Enablementof modernfeatures and approaches.
Capacity Management

The primary objective of Capacity Management activitiesis to ensure that IT capacity meets currentand
future businessrequirements in a cost-effective manner. Capacity Management activities include:
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Forward planningtoidentify and meet forecast growth and future business requirements;
Installation, upgradeand replacement of platforms to meetforecast requirements; and

Ongoing performance monitoring and management of ITsystems.

Maintain Software Assurance

Corporate IT has a requirement to acquire and maintain software upgrade rights forall infrastructure
related software licences and hardware firmware. These rights reduce support costs, allow maintenance
of a highlevel of security and reduce upgrade costs through access to upgraded versions of software.

Software Assurance also guards against software bugs and potential vulnerabilities in out-of-dateand
superseded software versions.

Vendor Technical Support

Appropriate technical support agreements are required to deliver hardware and software supportina
mannerthat meets|Tservice level requirements. Supportrequirementsinclude:

Fault diagnosis and resolution assistance;

Software patches and updates;

Firmware and BIOS patches and updates; and

Hardware break fix support.
For critical systems, this support must be available 24 hours perday, 7 days perweekin orderto ensure
the availability and effectiveness of infrastructure underpinning business application services. Complex

systems will require vendor or manufacturerengineers to attend on-site to assist with fault resolution or
perform scheduled maintenance activities.

Regulatory Compliance

While many of the items documented in this plan do not have direct regulatory implications, the
infrastructure described does support the TasNetworks business in the execution of theirregulatory
responsibilities.

Areas with directregulatory implications have been identified, theseare:

TasNetworks backup and disasterrecovery infrastructure supports TasNetworks ability to recover
essential business servicesinthe event of a disaster. These services enable the TasNetworks business to
meetits regulatory requirements during adeclared disaster.

IT Security infrastructure directly supports TasNetworks efforts to ensure the privacy and protection of
critical business assets and data. These efforts enable TasNetworks to meet data privacy and related
regulatory compliance requirements.

Coreinfrastructure underpins critical operational and supporting systems.

3.1 Asset Management Influences
While not directly related to the management of IT assets at TasNetworks, the influences discussed

briefly below will impact planning, implementation and lifecycle management processes and future
strategy and purchasing decisions at TasNetworks.

Technology Trends
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Relevantindustry trends have been identified during the Determination process; theseare discussedin
the applicable asset class description sections that follow.

Transformative Technologies

The emergence of transformative technologies (also referred to as disruptive technologies or disruptive
innovation)isaregularoccurrenceinthe IT industry due to the rapid rate of technological change and
massive ongoing spendingintechnology research and development. Once implemented and accepted,
these technologies may resultin significant changes to business processes, operating modelsand/or
market conditions.

Past examples of transformative technologiesinthe ITindustryinclude:
The emergence of corporate computinginthe 1960s;
The development and acceptance of the personal computerinthe workplace in the 1980s;
The rapid growth and use if the internet from the late 1990s;
The use of mobile devices and networksin the last decade;
The recentrise and popularity of cloud computing and infrastructure; and

Therisein loT and convergence of IT and OT technologies.

A number of disruptive technologies can be expected to emerge overthe determination period, while
some technologies currently in the early stages of adoption will gain widespread acceptance. Where
applicable, both current and potential future disruptive technologies are discussed below.

By their nature, the budgetary impact of transformative technologyadoption can be difficult to assess.
Therefore ingeneral aconservative approach to determination of both CAPEX and OPEX requirementsin
the Initiative Assessments within the scope of this plan has been taken.
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4 IT Asset Class Description

IT assetsinclude all hardware and software platforms required to deliver application and data access
services tothe TasNetworks businessinatimely and effective manner. The assetslisted below serve
both ‘live’ production TasNetworks services as well as:

Developmentandtesting environments enablingenhancement of existing services as well as new
servicesrequired by TasNetworks;

IT Infrastructure Services delivered to_ underthe_; and

Provision of disaster recovery/service continuity capability to ensure continued access to dataand
applications.

Investmentdrivers forIT Assets stem primarily from the need to provide servicesto meet TasNetworks
currentand future availability and effectiveness. Thisinvestmentis required in orderto maintain
currency and supportability of these systems and to cope with user demand, capacity growth and the
evolvingITtechnology environment overthe term of this asset management plan.

4.1 Server Hardware

This asset class refers to hardware infrastructure specifically designed for hosting of serverapplications,
primarily (but not necessarily exclusively) in one or more of TasNetworks data centre facilities. Server
hardware includes:

Native Physical Servers: servers runningasingle operating systeminstance and one or more applications
directly onthe physical hardware and without an interveningvirtualisation layer.

Virtualisation Physical Servers: servers running virtualisation software, thereby hosting multiple logical
operatinginstances onthe hardware.

Serverhardware includes the physical servers themselves as well as shared serverinfrastructure,
required forblade serverinstallations (including chassis, power supply and interconnect components).

As at mid-2017, TasNetworks operates. virtualisation serversand managesl native physical servers.

Servers are typically operated to a 5-yearlife cycle, while shared blade infrastructure components are
refreshed less frequently (7-8 years). The nature of the current platform allows staggered generations to
co-existwhich allows refresh cycles to be likewise staggered and an optimum- refresh peryearis
possible.

4.1.1 Technology Trends

Technology trends shaping server hardware include the following themes.

Server Virtualisation: servervirtualisation can be defined as the partition of a physical serverinto
multiple logical serverinstances. The benefits of virtualisation include:
1. Increased utilisation of serverresources;

2. The ability of serverstosurvive failure of underlying hardware with minimal disruption to IT
service delivery; and

3. Simplified ITbackup and disasterrecovery.
While thistechnology is now mature and ubiquitous, the capabilities provided by technology vendors

continuesto evolve to provide increased virtual server density, improved resilience and new
functionality. Additionally, the previously dominant position of i in the servervirtualisation
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marketplace is being challenged by the increasingly capable Hyper-V virtualisation platform offered by
Microsoft.

At TasNetworks, thistrendisreflected in the planned program of work through:

Continued expansion of the use of virtualisation technology to reduce the number of physical servers
and subsequent capex investment; This has been extended into the operational platforms.

Continued upgrade of the virtualisation platform as new versions become available and mature;

Review of the hypervisor platformin use at TasNetworks to determine long term platform selection;
and

Potential replacement of the hypervisor platform following the review.

Increasing Capacity: key server components continueto evolve to provide increased processing,
memory and storage capacity. The ‘scale out’ of processorstoinclude anincreasing number of physical
coresin the CPU footprintis both a driverand beneficiary of the trend towards servervirtualisation, asis
the increase in memory availableto each server platform.

Windows Server: a new version of Windows Server has been released by Microsoftin early 2016. This
release willbe supported by Microsoft wellinto the coming decade.

We have recently updated the Windows server standard operating environment (SOE) to-
-- It isexpected overthe length of the determination period the SOE will be updated atleast
twice. Itisanticipatedthatupdate activities will be resourced from BAU operational support activities
and that major application platforms will be updated to the new SOE when majorversion upgrades take
place or othercritical drivers come into play.

Linux: the Linux operating system has been widely adopted in the marketplace, although largely for
specialistapplications with relatively few organisations adopting the platform for general server
operations. More extensive adoption of the platformis hindered by anumberof issues (both real and
perceived), including:

The requirementforwidely used Microsoft enterprise server software to be hosted on Microsoft
Windows server operating systems;

Perceived lack of support (although enterprise-grade supportis provided by majorvendors, such as Red
Hat and SUSE); and

Perceptions regarding the enterprise-readiness of ‘free’/GPL-licensed software.

At thistime the Linux OS at TasNetworks has taken on a critical role as the-- database platformis
hosted on- This has involved adopting monitoring and patching support services to match the
criticality of this service. Atthis point- is notexpected totake onan expanded role outside of the
- services. By instance count the majority of Linux installations are associated with ‘appliance’
platforms. Anyinstallations will be accompanied by supportand maintenance agreements appropriate
to the service delivered from the platform or platforms.

4.1.2  Transformative Technologies

The transformative technologies described belowwillbe regularly evaluated by TasNetworks ITto
determine the benefits and risks of implementation. Implementation of the technologies will take place
as recommended by review activities:

Cloud Computing: As alogical extension of both the virtualisation of server workloads and the
commoditisation of underlying hardware, cloud computing (in all of its forms) is a rapidly maturing IT
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technology. The use of cloud software, platform and infrastructure servicesis anticipated by
TasNetworksinorderto:

1. Allowdeployment of new application services available only as cloud applications; and
2. Allowrapid developmentand deployment of application services;

3. Reduce capital expenditureon ITinfrastructure (at the trade-off of increased OPEX)

The identification, approval and implementation of cloud computing at TasNetworks will be influenced
by a number of considerations, including:

Regulatory requirements regarding data security, integrity and sovereignty;

Availability of local providers, including provision of services by TasNetworks non-prescribed business
units;

Availability and suitability of applications delivered under the software-as-a-service (SaaS) model;

Stability (both technical and financial) of cloud service providers; and

Financial impacts.

DevOps: DevOps (a portmanteau of Development and Operations) aims to bridging the gap between
projects and operations by using agile techniques both in development, project management and system
administration activities. Of particularinterestto ITinfrastructure managementisthe use of
‘configuration as code’ techniques to automate the deployment, management and maintenance of IT
serverinfrastructure.

Implementation of DevOps technologies and processes has great potential toimprove both the quality
and efficiency of IToperations by automating many tasks traditionally carried out by IT operations
support staff. TasNetworks’ will continuetoinvestinautomation and orchestration platforms so the
benefits of thistechnology can be realised. Itisanticipatedthatthese platformwillbe increasingly
utilised toimprove the reliability, manageability and effectiveness of IToperationsinan evolvingand
increasingly complexenvironment.

Converged Infrastructure: Converged infrastructure operates by grouping disparate ITcomponentsinto
asingle, optimised computing package. Components of aconverged infrastructure mayincludeservers,
data storage devices, networking equipment and software for ITinfrastructure management,
automation and orchestration. Converged infrastructure can take twoforms:

1. ‘Traditional’ converged infrastructure, where the infrastructure is constructed from components
accordingto a validated architecture. Each of the componentsintheinfrastructure isadiscrete
componentthatcan be alsousedforitsintended purpose.

2. ‘Hyper-converged’ infrastructure, where components are tightly integrated and software
defined. The technologyisintegrated tothe pointwhereitcannotbe broken outintoits
constituentcomponents.

A converged infrastructure addresses the problem of siloed architectures and ITsprawl by poolingand
sharing IT resources. Ratherthan dedicating aset of resourcesto a particular computing technology,
application orline of business, converged infrastructure creates a pool of virtualised server, storage and
networking capacity thatis shared by multipleapplications and lines of business.

Through the existing use of serverand storage virtualisation, TasNetworksis already onthe path to
convergedinfrastructure. Future activities will assess the benefits, opportunities and risks of further
convergence (includingthe introduction of hyper-converged platforms) to reduce the costs associated
with bothimplementation and ongoing operation of ITinfrastructure, aswell asincrease the agility of IT
operations.
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4.2 Storage Hardware

For the purposes of thisdocument, storage hardware refers specifically to infrastructure installed to
provide shared storage forservers and serverapplications as well as general document storage. Storage
hardwareincludes:

Storage Area Network (SAN) and Network Attached Storage (NAS) infrastructure; and

Fibre Channel switching hardware dedicated to storage access.

The storage has undergone significant consolidation and the corporate environment now operateson
two separate arrays. The operational environmentalso operates ontwo separate arrays. There are only
two models of array overthese installations. Storage hardware of thistypeis typically operated ona4-5
yearlife cycle asit is considered mid-range. Typically annual maintenance and support charges forsuch
arrays are significantly increased duringyears 5and 6 to send a strong price signal to customers to
upgrade and replace. Current maintenance agreements mean that controller upliftis provided as part of
the service every three years. This means thatthe majorperformance bottleneck to the platformis
refreshed regularly and non-disruptively butalso resultsin some vendorlockin.

4.2.1 Technology Trends

Technology trends influencing storage hardware operations include the following themes.

Increasing Demands for Storage: while not specifically astorage technology trend, new application
technologies and services are driving an increasing demand for storage capacity. These servicesinclude:

Big Data and massive-scale datawarehousing;
Ubiquitous device connectivity and instrumentation; and

Increasing use and storage of rich media, including high quality video streams.

The increased volume and diversity of data being stored and new requirements toindex, search and
analyse thisdataresultina growingreliance on storage resource managementtoolsto limitthe
operational overheads accompanying storage growth. Thisinturn places additional costs on storage
acquisition and storage management software licensing.

Increasing Storage Capacity and Density: Fortunately (inlight of increasing demands for storage
discussed above), storage capacity and density continues toincrease. The introduction of 3D flash
technologies have accelerated capacities above expectations. TasNetworks willlikely investin 15.3TB
SSD drives forstorage increasesinthe nearfuture. 128 TB drives are expectin under18months. The
side effect of these densities are that the controllers becomes the bottleneck after only asingle tray of
disk. Thiswill drive the traditional storage market tolook more like hyper-converged inthe medium
term. This trend will be accelerated by the adoption of storage vendors as offering their storage
platformasan independentvirtual machine.

Increased Storage Performance: The explosive growth of Solid State Disk (SSD) technologies has enabled
atremendousincrease inthe performance of datastorage platforms. While earlier generations of the
technology lacked capacity, reliability or back-end storage bus performance, the technology is now
widely deployed across the ITindustry.

Relieving orremoving performance bottlenecks associated with disk performance does however present
new challenges, both in the storage systems themselves (which generally require redesign to take
advantage of disk performance) andin overall systems Implementation and management operations
(relieving storage bottlenecks often exposes performance constraints in otherareas of the system
architecture). TasNetworks now operates only SSDtechnology on primary storage. This has allowed the
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disk performance to leap ahead of the rest of the stack but doesincrease pressure on compute and
storage controllers.

4.2.2  Transformative Technologies

‘Big Data’: Big Dataisa broad term fordata setsso large or complex that traditional data processing
applications are inadequate. Challengesincludeanalysis, capture, search, sharing, storage, transfer,
visualisation, and information privacy. The term can alsoreferto the use of predictive analytics or other
advanced methods to extract value from data.

Analysis of datasets can find new correlations unavailable to traditional data processing methods. IT
departments across mostindustry sectors are encountering large datasetsinareasincluding Internet
search, finance and businessinformatics.

Data setsgrow insize in part because they are increasingly being gathered by cheap and numerous
information-sensing mobile devices, aerial (remotesensing), softwarelogs, cameras, microphones, radio-
frequency identification (RFID) readers, and wireless sensor networks. Relational database management
systems and desktop statistics and visualisation packages often have difficulty processing these data sets.
The work instead requires "massively parallel” software running on tens, hundreds, or even thousands of
servers.

Given the nature of TasNetworks business, including the potential future use of sensorand drone
technologies to monitorthe state of the transmission and distribution, this technology is likely to have an
impact on data processingand storage operations. Adoption of the technology willrequirenew
approachesto systems design and the adoption of platforms and products to match.

Convergence and Hyper-Convergence: Discussed above, converged infrastructure technologies will have
amajor impact on storage architecture and administration at TasNetworks if adopted. In many ways the
convergence of infrastructure represents areturntothe previous mode of operation, before the
widespread adoption of shared storage technology, however today’s application environment will
require careful consideration regarding how and where converged infrastructure can be successfully
deployed at TasNetworks.

4.3 Network Infrastructure
TasNetworks Core Switch A high-capacity switch generally positioned within the 7-10years
Data Centres backbone or physical core of a network. Core switches serve

as the final aggregation pointfor the network.

Core switches inuse at TasNetworks include:

Server Hardware connecting data centre servers to the core switch.  6-8 years
Switch Note that many devices (includingserver chassis
Fabric interconnects) will connectdirectly to the core switch

infrastr re.
Extender astructure

A fabric extender is a specialised piece of hardwarethat

physically ‘extends’ a || switch by providingport
capacityinadiscreteform factor that is be physically
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detached from the parent switch.

Examples of these hardware types inuse include:

A device used to forward data between networks. Typically  6-8 years
used to provide access to external networks or remote sites.

In-useexamples include:

Routing functions may also be performed by appropriately
specified and configured switch hardware.

Provides physical connectivity to endpoint devices,including  6-8 years
workstations, printers and telephony equipment. Models in
useinclude:

Allows wireless devices to connect to the wired network. 3-5 years
TasNetworks currently used the followingaccess point
models:

Used to manage multiplewireless access points andregulate 5 years
wireless access to the network. TasNetworks currently uses
the following WLC models:

Used in remote sites to access communicationslinks to 6-8 years
TasNetworks data centres. Examples include:

4.3.1 Technology Trends

The network technology trends discussed below have been considered when planning the program of

work for the determination period.

TasNetworks Corporate IT —Infrastructure Asset Management Plan
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Internet Protocol Version 6 (IPv6): Internet Protocol version 6 (IPv6) isthe most recentversion of the
Internet Protocol (IP), the communications protocol that provides anidentification and location system
for computers on networks and routes trafficacross the Internet. IPv6 was developed by the Internet
Engineering Task Force (IETF) to deal with the long-anticipated problem of IPv4 address exhaustion. IPv6
isintendedtoreplace IPv4 "

IPv6 adoptionis considered essentialto the long-term operation of TasNetworks network infrastructure
and dependentservices. Supportfor(orat the veryleastinteroperability with) the protocol is currentlya
requirement forall hardware and software implemented.

Increased Data Centre Network Bandwidth: TasNetworks core network interconnects currently utiIise.
gigabit Ethernettransmission protocols over fibre opticmedia. Where additional bandwidth is required,
multiple links are aggregated to provide this capacity. Standards for Ethernettransmissionat40and 100
gigabits persecond have been approved since 2010 and this technology is now makingits way into
mainstream commercial network hardware products.

Use of 40 and 100 gigabit Ethernettechnologies brings the following benefits to the data centre:

Increased data communications bandwidth to supportincreasing requirements for data transmission and
storage;

Increased efficiency of single high-capacity connections as opposed to aggregation of multiple physical
links; and

Increased efficiency of fibre opticcommunications through reduction in the number of optical
frequencies required for high-bandwidth transmission of data.

TasNetworksisabouttoembark on a Core network refresh thatadopts aspine-leaf topology. With this
anincrease inthroughput to 40Gb backbones andthe capability of software design networking using

B o 'atform.

Increased Wireless Network Bandwidth: Wireless Local Area Network (WLAN) communication usingthe
802.11ac standard supports a significantincrease in communications bandwidth over the preceding
802.11n standard. 802.11ac will be installed at TasNetworks during the determination period as part of
LAN refresh activities. The increased wireless bandwidth willrequire additional upstream network
capacityin orderto process multiple streams of 802.11ac WLAN trafficeffectively. The proposed
initiativefor LAN refresh willaddress this requirement as site access switch hardware isreplaced.

Network Protocol Convergence: TasNetworks currentlymaintains separate network infrastructure for
storage (Fibre Channel)and general network traffic (Ethernet). Asthe available bandwidth of both types
of networksincreases, many organisations are choosing to consolidate network architecturesinto a
single set of infrastructure, using one or more converged network protocols (which allowthe
encapsulation of one communications protocolinside of anotherto facilitate the transmission of both
types of data).

Network convergencealready occurs at TasNetworks at the serveraccess layerthrough the use of-
- blade serverinfrastructure, butthis convergence is not extended to the network core. The reduced
physical complexity and infrastructure requirements associated with converged networkinfrastructure
must be weighed against the need to ensure adequate logical separation and performance assurance for

! http://en.wikipedia.org/wiki/IPv6
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both traffictypes. As part of infrastructure refresh activities for both storage and data centre LAN
infrastructure, the use of converged network infrastructure throughout the communications path will be
evaluated. Forthe purposes of estimating proposed expenditure however, a conservative approach that
maintains physical separation of storage from general network traffichas been assumed.

Software Defined Networking: Software Defined Networking (SDN) is an approach to computer
networkingthat allows network administrators to manage network services through abstraction of
functionality. Thisisdone by decoupling the system that makes decisions about where trafficis sent (the
control plane) from the underlying systems that forward trafficto the selected destination (the data
plane).’

Advantages of SDN include:

Directly programmable: Network control is directly programmable because itis decoupled from
forwardingfunctions;

Agile: Abstracting control from forwarding lets administrators dynamically adjust network-wide traffic
flow to meetchanging needs;

Centrally managed: Network intelligenceis (logically) centralised in software-based SDN controllers
that maintain aglobal view of the network, which appears to applications and policy enginesas a
single, logical switch;

Programmatically configured: SDN lets network managers configure, manage, secure and optimize
network resources very quickly via dynamic, automated SDN programs. The programs are easily
written because they do notdepend on proprietary software; and

Openstandards based and vendor neutral: When implemented through open standards, SDN
simplifies network design and operation because instructions are provided by SDN controllersinstead
of multiple, vendor-specificdevices and protocols.

Cisco has introduced SDN into their product offerings through the Nexus 9000 series of data centre
switch platforms. These platforms willbe implemented shortly as part of data centre LAN refresh

activities.

SD-WAN will be evaluated in the shortto mediumterm. This offersthe ability to use multiple carriers
and link technologies to aggregate and prioritise trafficfrom remote sites based on policy. The claimed

benefitsinclude:

e Agility: SD-WAN routers can combine the bandwidth of multiple WAN connections. They can
also combine cellularand fixed-line connections. Underan SD-WAN implementation, bandwidth
can easily be added orreduced as requirements evolve.

e Cost:Internetlinks are generally much less expensivethan carrier-grade MPLS connections,
which are typically encumbered by long provisioning times and expensive contracts. SD-WAN
technology also allows organizations to effectively leverage all available network connections to
theirfull capacity without worrying about maintainingidle backup links.

e Security: An SD-WAN can improve network security by encrypting WAN trafficas it moves from
one location to another, and by segmenting the network so thatif a breach occurs, the damage

? http://en.wikipedia.org/wiki/Software-defined_networking
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isminimized. SD-WANs can also help ITadministrators detect attacks more quickly by providing
constantvisibility into the amountand types of trafficon a network.

e Reliability: MPLS networks typically offer highly reliable packet delivery. Internet uplinks, on the
otherhand, oftenfail. To compensate forthis fact, many organizations that move entirely to SD-
WANSs choose to order multiple internet links from different providers to maintain availability in
the case of link failure. Policy based routing allow less critical trafficto traverse less reliable
links.

e Performance:SD-WAN technology uses the internet to create secure, high-performance
connections, eliminating the backhaul penaltiesimposed by MPLS networks. This allows SD-
WANSs to deliverbusiness applications cost-effectively while optimizing Software as aService
(SaaS) and other cloud-based services. The technology also improves IT efficiency at branch
offices by enabling automation and provides reliable, inexpensive links for loT projects.

4.3.2  Transformative Technologies

Cloud Computing: Discussed above, the widespread deployment of Software, Platform and
Infrastructure-as-a-Service computing will place anincreasing reliance on the availability and
performance of WAN interconnects and internet connectivity.

National Broadband Network: Ongoingrollout of the National Broadband Network provides
TasNetworks with additional options toimprove available bandwidth to remote site locationsinamore
cost-effective mannerthan has been historically available. Increased available communications capacity
can potentially allow additional services to be deployed to these locations, including (but not limited to):

Audioandvideo conferencing;
Video recordingforsite and asset monitoring and maintenance activities.
Additionally, the NBN rollout will drive new opportunities for business-business (B2B) and business-

customer (B2C) engagementthrough the deployment of new application services with high data
communications capacity requirements.

Finally, staff access to high-speed internet connectivity will provideincreasing scope for deployment of
remote access to TasNetworks application services and potentially reduce required travel time (and
associated Occupational Health and Safety risks).

4.4 Client Hardware

Clienthardware includes all endpoint devices connecting to the TasNetworks network infrastructure and
accessing TasNetworks dataand/orapplications. This hardware includes:

Desktop computers;
Laptops and notebooks;
Mobile phones
Tablets; and
Field workerruggedized tablets.
The recognition of the importance of mobile phonesforclients to access corporate systems has meanta

formal adoption of a lifecycleand strategy forthese non-windows devices. The definition alsoincludes
network-connected printers and multifunction devices.

The table below lists the types and number of client devices supported by TasNetworks IT as at mid-2017,
including supporting peripherals.
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Desktop Computers [ ] 3 -5 years
Laptop/Notebook Computers - 3 -5years
Motion Tablets [ ] 3 -5 years
Mobile Phones e 3-5years
Supporting peripherals (monitors, e 3 -6 years

docking stations)

4.4.1 Technology Trends

Mobile Devices: The use of tabletand mobile phone platformsto access enterprise application and data
servicesisbecomingincreasingly importantto enterprises. Use cases are no longer confined to relatively
simple mail and calendar access as mobile devices connect to core business applications. The impacts of
thistrendinclude:

Requirementsto manage and secure mobile devices accessing corporate networks;

The need to modify application presentation to enable mobile device access; and

Demand forappropriately connected wireless LAN services.

TasNetworks anticipates widespread adoption of these devices for production usage leading to and
duringthe determination period. Activities to facilitate this adoption (including Mobile Device
Management (MDM) platforms and continued provision and upgrade of wireless LAN services) have
beenincludedinthe proposed program of work for endpoint, network and ITsecurity initiatives.

_ is currently entering pilot phase within the business.

The promise of a single code base for desktop and mobile form factor devices has not come to fruition.
Microsoft have largely exited the mobile marketand there are several streams of code base withinthe
release. Inordertoadopt a version thatwill support upcoming hardware we have had to move to a
semi-annualrefresh cycle forthe SOE.

TasNetworks next desktop SOE refresh has beenlargely completed with all ruggedized devices rolled out
using_ and a pilot group within the corporate environmentis currently evaluating.

]
|
4.4.2  Transformative Technologies

Desktop Virtualisation: Desktop Virtualisation technologies (also known as Virtual Desktop Infrastructure
or VDI) separate the desktop and application processing hardware from access devices. Typically,
desktop and application services are hosted in the data centre on server hardware and accessed by the
userusingclient software installed on a PC/laptop, tablet/phone or dedicated thin-client device.

Implementation of desktop virtualisation brings a number of advantages, including:

Potential to defer desktop upgrades, as endpoint computing capacity is nolonger relevant to desktop
and application performance;

User experience portability, where the useraccesses the same desktop regardless of location or
connectingdevice;

Increased security through centralised hosting and control of desktop services; and
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Increased flexibility, enabling SOE and operating system upgrades to take place with considerably less
complexity and effort.

TasNetworks anticipates a major review of desktop service provision in- with assessment of VDI
technologies and associated benefitsincluded. If approved, large-scale implementation of VDI into the
TasNetworks environment will follow from this assessment.

Bring Your Own Device (BYOD): BYOD refersto the policy of allowing employees to use personal devices
to access corporate networks, applications and data. While in the past such a policy would often be
rendered unworkable due to device security and management concerns, the widespread adoption of VDI
technologies (as discussed above) allows corporate desktop environments to be accessed from these
devices whileremaining hosted and controlled by Corporate IT.

Adoption of BYOD will require changes to corporate and IT policies as well asimplementation of
appropriate technical controls. The feasibility of adoption will be assessed in conjunction with the VDI
assessmentdiscussed above.

4.5 Security Hardware and Software

Investmentdrivers for security systems stem primarily from the need to provide services that can
maintain reliability, efficiency, capacity and supportability. The investment is needed to maintain
currency and supportability of these systems and to cope with userdemand, performance as well as the
evolving security environment and threat requirements overthe term of the asset management plan.
The high-level strategic objectives of ITsecurity systems are to:

Ensure the integrity and confidentiality of TasNetworks data;

Protect TasNetworks ITinfrastructure against targeted attacks;

Block unwanted, offensive and malicious content from entering the corporate network;

Provide secure and reliable remoteaccess over un-trusted publicnetworks;

Detect and respond to security incidentsin orderto correct damage and evaluate incidents that have
occurred; and

Effectively respond to security incidents.

The scope of installed security platforms includes:
Perimetersecurity platforms, such as -
O Intrusion Detection (IDS)and Intrusion Prevention (IPS) Systems;
0 ‘Edge’ networkfirewalls;
0 Internetmail and web access filters;

Remote access gateways and associated infrastructure;

Network security platforms, incl uding_and internal network

firewalls;
Endpoint security software (antivirus/antimalware and endpoint firewall software); and

Network monitoring and loganalysis tools.

4.5.1 Technology Trends

Evolving Threat Landscape: Threatsto IT systems and data are rapidly evolvingin complexity and
capability. Inadditiontothe increasing sophistication of attacks by criminal organisations, unfriendly
nation-states and non-state actors (both terrorist and activist organisations), many of the technology
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trends described elsewhere in this document enable new vectors for compromise of ITsystems and data.
Examplesinclude:

Increasing use of mobile devicesin the enterprise;

Adoption of cloud computing; and

Interconnected devices.
In orderto avoid or mitigate the technical, financialand reputationalimpact of security breaches,
TasNetworks will continue toimplement, upgrade and maintain security platformsas outlined inthe IT
Security Investment Evaluation Summary. Additionally, the need to maintain the security and integrity of

IT systemsisa driverfor many of the infrastructure upgrade and replacement activities documented in
otherInvestment Evaluation Summaries.

4.6 Microsoft Software

Microsoftserverand clientsoftware is extensively used at TasNetworks and constitutes the greater part
of software licenses by both costand numberinstalled. The softwareis critical tothe delivery of
application and dataservicesin support of TasNetworks Transmission and Distribution businesses.

Microsoft software in use at TasNetworks includes:-

° Microsoft Windows operating systems:
(o] Microsoft Windows Server
o Microsoft Windows for desktop/notebook/tablet devices
° Desktop productivity applications:
(o] Microsoft Office
(o] MicrosoftLync client
(o] Microsoft Project
° Serverapplications:
Microsoft Exchange Server
MicrosoftLync Server
Microsoft SQL Server
Microsoft Project Server
Microsoft Identity Manager

Microsoft SharePoint

5 0 0 0o 0O 0 O

Service Management applications:
Microsoft System Center Operations Manager

Microsoft System Center Configuration Manager

O O O

Microsoft System Center Service Manager

o Microsoft System Center Orchestrator.

Most Microsoft software is licensed by TasNetworks underthe terms of their Enterprise Agreement (EA)
with Microsoft Australia. The EA coversthe following types of software and licenses.

Desktop Operating System I

Software
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Desktop Productivity Software

Server Operating System
Software

Server Application Software

Client Access Licenses

Windows Azure

The Enterprise Agreementisrenewed every_, with annualupdatestolicensecountsonthe
anniversary of the agreement.

4.6.1 Technology Trends

Technology trends regarding server and client software are discussed in the respective preceding
sections of thisdocument.

4.6.2  Transformative Technologies

Softwareas a Service: Microsoftisincreasingly offering software applications underasubscription
model and are aggressively encouraging migration to these services. These offeringsinclude:

Office 365: Office 365 is the brand name used by Microsoft for a group of software-plus-services
subscriptions that provides productivity software and related services to subscribers. Forbusinessand
enterprise users, Office 365 offers plansincluding e-mail and social networking services through hosted
versions of Exchange Server, Lync, SharePointand Office Web Apps, integration with Yammer, as well as
access to the Office software.

Exchange Online: Offered as adiscrete service as well as part of Office 365, Exchange Online allows
hosting of mail and scheduling application services from Microsoft’s data centre infrastructure, avoiding
the needto license, installand maintain local Exchange infrastructure. Exchange Online can be hosted
exclusively by Microsoft, orina ‘hybrid Exchange’ deployment where datais hosted on both local and
remote infrastructure platforms.

Hosting of applications and datain Microsoft data centre infrastructure has previously been hindered by
the lack of Australian data centres, givingrise to data sovereignty and confidentiality concerns. In 2014,
Microsoft opened data centre facilities in both Sydney and Melbourne to host Office 365 applications as
well as Azure Platform and Infrastructure as a Service products discussed below.

TasNetworks will continue to consider the use of Office 365 as major platform upgrade activities are
planned, however use of the service has notbeen assumed during the determination period due to
Information Management, security, the operational nature of the business and the higher costs of these
services.

Microsoft Azure: Microsoft Azure is a cloud computing platform and infrastructure, created by Microsoft,
for building, deployingand managing applications and services through a global network of Microsoft-
managed data centres. It provides both PaaS and laaS services and supports many different
programming languages, tools and frameworks, including both Microsoft-specificand third-party
software and systems.

As such, considerations and implications for hosting TasNetworks application and data services on this
platformare discussedin Server Hardware.
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4.7 Other Server and Client Software

This category embraces all non-Microsoft software licensed by TasNetworks for both clientand server
platforms. Vendors providing software include (butare notlimited to):

upplies enterprise application and database management softwareto both
TasNetworks ;

I software isin widespread use at TasNetworks in support of application delivery and
remote access services;

_ suppliesinformation management and backup software to support

TasNetworks ITservice availability and disaster recovery requirements; and

- Asa leadinginformation security company,- products are in widespread use at
TasNetworks, providing ITsecurity management services forboth clientand server platforms.

4.7.1  Technology Trends

Software as a Service (SaaS): many vendors are now offering software services as a service offering
hosted externally to the customer (either on vendorinfrastructure orincreasingly over major
infrastructure service providers). This architecture has matured to the pointwhere itisthe preferred
service delivery model for many software vendors.

Use of Saa$ offerings offers particularattractions for services where specialised support skills are difficult
and/orexpensive to acquire and maintain, orare considered outside the scope of services that
reasonably can be provisioned and supported by in-houseIT departments. Inthese cases, use of SaaS
offerings can allow deployment of these application services under circumstances where they would
otherwise be not practical.

As with all cloud computing services, care and attention needs to be paid to maintaining the security,
longevity and service levels of these services holding TasNetworks data. Increasingly vendors are moving
towards ‘owning’ derived datain a system and extracting business datafrom these systems for other
uses withoutappropriate licenses has led to several publiclarge monetary impacts. Thiscomes as
vendors andincreasingly aware that ‘dataisthe new currency.” An additional complicationto be
addressedisthe impact of these services on operationalbudgets where previously it was preferableto
favour development capital assets.

4.7.2  Transformative Technologies

Hosted and Service-Based Data Analytics: also known as Big Data as a Service (BDaS), these services
leverage the massiveamounts of compute and storage capacity available in publicITservice provider
infrastructure to provide large scale dataanalysis services with little or no need forexpensive on-
premisesinfrastructure. These services can oftenintegrate other publicand private dataservicesinto
the analytics process (forexample geospatial and social networking data) that would not otherwise be
available.

These services are particularly useful for processing large data sets where the data processedis of low
business sensitivity, but as always cautionis advised for more sensitive data, including referencing data
privacy, integrity and sovereignty requirements before adoption. Considerationforthe increasing
demandforinternetbandwidth and availability should also be factored.
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Duringthe firstyear of operation since the merger, TasNetworks embarked on a programme to
implement afully-integrated in-house IT Service Desk model. The TasNetworks IT Infrastructure Teamis
responsible forthe management, implementation and support of all the system assets discussed in this
Asset Management Plan. A summary of general lifecycle reviews/dates is shown in the following table.

Asset Event Timeframe Driver
Server Serverreplacement Annualonarolling To adequately support
basis, serverlifespan business and operational IT
4-5 years systems through the
provision of reliable and fit
for purpose ITinfrastructure.
Replace equipmentwithina
suitable economiclifespan,
maintaining active vendor
warranty support to
facilitate timely remediation
of any hardware faults.
Storage Storage array 2018, 2022 As above
replacement. The Ajilis project has
currentagreement changed the DD17
with the vendor cycle.
meanswe will geta
controller
replacementatyear4.
Thisallows us to avoid
forkliftupgradesand
potentially extend the
lifetime of shelvesand
disks.
Network Data centre network 2017, 2023 As above
equipment
replacement
Network Office location Semiannual Rolling As above
network equipment upgradesas
replacement equipmentreaches
end of life
Network Wireless network Semiannual Rolling As above

equipment
replacement

upgradesas
equipmentreaches
end of life

ClientHardware

Desktop/laptop
replacement

Annualonarolling
basis

Client Computing

SOE refresh

2017. Semiannually

Maintain current supported
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going forward as
Microsoft has changed
cadence with
Windows 10.

OS and core applications

Microsoft Software

Enterprise Agreement

3-yearlyrenewal,
annual true-up

Microsoft Software

System Centre version
upgrades

2017/18. Itisunclear
on Microsoft’s plans
for versions going
forward. Assumed 3
yearcycle.

Maintain current supported
applicationversions

Microsoft Software

Exchange and Lync
version upgrades

2017. Itisunclearon
Microsoft’s plans for
versions going
forward. Assumed 3
yearcycle.

Maintain current supported
applicationversions

OtherSoftware

VDI
assessment/implemen

2018

Security Software

Security Software

Security Software

Security Software

Security Software

Security Hardware

—
Y]
=
o
=
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5.1 Condition Monitoring Practices

TasNetworks has adopted a strategy of implementing both proactive and reactive condition monitoring
of IT assets, including physical, virtual and software assets.

The goal of proactive monitoringisto predictlikely incidents with sufficient notice and actionable alert
information to enable IT staff to take corrective action and avoid any system outages.

Reactive monitoring aims to detectincidents affecting IT assets as quickly as possible during or after they
occur, to capture sufficientinformation for the incident to be rectified as quickly as possible.

TasNetworks operates several systems to monitor the infrastructure discussed here, largely centred on
the Microsoft System Centre application suite where possible (SCOM, SCCM). The Service Management
toolis also part of the same suite (SCSM). Where the functionality of this suite is not sufficient with
regard to particularinfrastructure assets orsystems, other monitoringand management systems are
used butis an area that is currently being matured.

5.2 Defect Management

Infrastructure defects are managed through the Service Request, Incident and Problem Management
processesandimplemented within the IT Service Managementtool. A key component of this system and
these processesisthe frontline Service Desk, who field telephone calls and email requests. The Service
Desk escalates calls to the Infrastructure Team, as well asincidents or tickets being raised by the alerting
and monitoring systems directly.
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6 TasNetworks Issues and Opportunities

6.1 Current Issues

6.1.1 Asset Issues

The most widespreadissue facing the infrastructure assetsin the scope of this planisthe age of
operating systemsrunningonservers. Thisis a difficult challenge to address asitrelies onthe systems
and software being compatible with current operating systems. While deploying a new set of servers
with a current operating systemis relatively straightforward, itis often adifficultand complex
undertaking to upgrade orredeploy the software applicationitself, particularlyif the application has
been modified, customised oris no longer maintained by the vendor.

The other general pressure oninfrastructure assetsis the continuingincreasein requirements for more
storage, more computing powerand better network bandwidth.

6.1.2  Asset Condition Summary

|
.
I

6.2 Strategies & Opportunities

6.2.1 Servers and Storage

As outlined elsewhere and also considered within the relevant Investment Evaluation Summaries, the
emergingtechnologies of hyper-convergence (combining servers, storage and backupsinto one device)
and software defined storage should be investigated in light of the various claims made about these
technologies. Chief amongthe claimsisthatthey can be more cost effective than traditional approaches.
Additionally the rise of ‘everything as aservice’ and software define infrastructure should be high on the
list.

6.2.2 Mobility

Significant effortis being made already to address the needs of an increasingly tech-savvy workforce.
Employees expectto be able to use mobile devices, including their own personal devices, to access
systems atany time. Projects are already underway to improve and extend existing systems to deal with
mobile device management, and the delivery of applicationsin aflexible and powerfulway. These efforts
are reflected invarious points throughout the infrastructure initiatives and parallel aformal strategy.

6.2.3 Network and Security

Network equipment has the longest lifecycle of any of the assets in scope of this plan, and is the most
mature technology. There are several activities planned in this area, primarilyto keep pace with the
evolvingthreatlandscape.
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7 Initiatives

The followinginitiatives were categorised using Technology/Service Reference Models as a guide. Each
initiative may represent several distinct projects across the determination period. These projects have
been costed and grouped into the following initiatives.

7.1 Infrastructure Core Services

Items that provide the three pillars of ITinfrastructure, Network, Compute and Storage across the
enterprise. Thisincludes OT environments.

At a high level the scope extends to:

e Maintenance, upgrade, extension and replacement of storage arrays, compute stacks
and core network hardware;

e Maintenance, upgrade, extension and replacement of supporting software and
management components dedicated to these core components including the hypervisor;

e Maintenance, upgrade, extension and replacement of supporting hardware dedicated to
the storage arrays (storage fabric).

Initiative Summary Estimated / Required Delivery
Link Infrastructure Core Services Annual
7.2 Collaboration Services

Technology that enables collaboration and virtual presence foremployees. These include email, chat
and video mediums. Email is arguably the heaviest used digital communication form within most
enterprisesand assuchis considered essential to all modern businesses. Thisincludes all management
components of these services.

At a high level the document scope extends to email, video, chat and ITSM platforms

Initiative Summary Estimated / Required Delivery

Link Collaboration Services Componentswillrequirea
refresh 3-4 yearsbut arolling
annual schedule will be
leveraged.

7.3 End User Computing

Items that provide the end userwith access to systems. This takesthe form of desktops, laptops, tablets,
mobile phones and associated accessories (inthe future ARand VR components will fallinto this
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category). Please note thatalarge proportion of software licensingis documented in Platform Software
or elsewhere within the determination streams.

Initiative Summary Estimated / Required Delivery
Link End User device Fleet Annual
7.4 IT Infrastructure Supporting and Management

Technology that enables supporting services and management of IT and OT platforms. It covers
a wide range of items but ata high level the document scope extends to:

Infrastructure underpinning authentication platforms, access and management;

Access to externally hosted infrastructure (Cloud and SaaS offerings);

Multifactor authentication including biometrics;

Infrastructure enabling backup and archive platforms;

Adds, moves and changes of physical inter and intra Datacentre cabling, including power;
Adoption of server lifecycle and automation components;

Upgrading and replacement of ITSM tooling;

Upgrading and replacement of systems for managing mobile devices;

Maintenance, upgrade, extension and replacement of event monitoring services
(currently Microsoft System Center Operations Manager);

Maintenance, upgrade, extension and replacement of central logging services (currently

Maintenance, upgrade, extension and replacement of analysis and dashboarding
products; and

Maintenance, upgrade, extension and replacement of operating systems.

Initiative ID | Summary Estimated / Required Delivery
Link Platform Software Annual
7.5 Application Delivery

Technology that enables delivery of application services. This can take the form of traditional

application deployment/installation or without the traditional requirement of installation or
local code execution on end devices. This includes all service management components.
Currently ||l 2nc Microsoft Configuration Manager are the major products in use.

At a high level the document scope extends to:

TasNetworks Corporate IT —Infrastructure Asset Management Plan Page 28 of 30


http://projectzone.tnad.tasnetworks.com.au/it-program/ITRR19/Document%20Repository/Deliverables/IES/TN_IES_CONFID_IT_End_user_computing_02481.docx?Web=1
http://projectzone.tnad.tasnetworks.com.au/it-program/ITRR19/Document%20Repository/Deliverables/IES/TN_IES_CONFID_IT_Supporting_and_Management_02423.docx?Web=1

Version 1.0, October. 2017

e Infrastructure underpinning application deployment, access and management

e Remote access infrastructure (excluding security and authentication platforms)

e Application and desktop virtualisation technology options

e Application packaging and deployment options

Initiative ID | Summary Estimated / Required Delivery

Link Application Delivery Components willbe using 3-4yr
cycle but there will be works
annually.

7.6 IT Security

Items that cover systems positioned within both the OT and IT environment responsible for
inspecting, auditing and restricting system interactions (security systems).

Additionally these services are responsible for extending the security past the network layers to
include application and operating system levels. They are responsible for sanitising the data

payload and enforcing role based access controls and auditing on many layers.

At a high level the document scope extends to hardware and software dedicated to insuring

desired isolation and detection of undesired behaviour. Typically this will take the form of
firewall, intrusion prevention systems, antimalware and desired state tooling. Coupled with this

will be internal and external audits and testing.

Initiative ID

Summary

Estimated / Required Delivery

Link

IT Security

Annual
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8 Program of Work

8.1 Project Definition and Selection

The initiatives have been prioritised on the basis of several key factors:
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Level of dependence of othersystems (e.g. quality of shared storage has a large impact on many other
aspects of IT systems);

Level of flexibility with regard to scope or cost (e.g. software licensing costs are essentially unavoidable,
unless systems are decommissioned altogether); and

Variability of scope (someinitiatives have elements of their scope which could conceivably be reduced,

whereas otherinitiatives are effectively all or nothing).

8.2 Priority List

Priority Initiative Summary Est/Req | Estimated
Delivery 5yr Cost
Must have IT Infrastructure Core Services Annual e
Must have IT Security Annual ]
Must have IT Supportingand Management Annual e
Needto have Collaboration Annual ]
Needto have Applicationdelivery Annual -
Needto have End User Computing Annual -
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